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2013.



APPROACH

So, we will first introduce finite identifiability.

Then connect it to knowledge update in this context.



PRELIMINARIES

In Angluin-style we will restrict to uniformly recursive families
of languages.

DEFINITION
We call any L C N a language. An indexed family of recursive

languages is a class £ = (L;);en for which a computable
function f : N x N — {0, 1} exists that uniformly decides L,

i.e.,
Fi, w) = 1 !fWEL,’,
0 ifwéel,.



NOTATION

DEFINITION
A text t of L is an infinite sequence of all the elements from

> t, is the n-th element of t;
» t[n] is the sequence (to, t1,..., t, 1);
» set(t) is the set of elements that occur in t;

» M is a learning function — a recursive map from finite
data sequences to indices of hypotheses,
M : N* — N U {1}. The function can be undefined,
written as 7.



IDENTIFICATION IN THE LIMIT

DEFINITION (GOLD 1967)
A learning function M:
1. identifies L; € L in the limit on t iff, when inductively
given t, at some point M gives an output j such that
L; = L; and continues giving the same output ever after;
2. identifies L; € £ in the limit iff it identifies L; in the limit
on every t for L;;
3. identifies £ in the limit iff it identifies every L; € L in the
limit.

A class L is identifiable in the limit iff there is an M that
identifies £ in the limit.



FINITE IDENTIFIABILITY FROM POSITIVE
DATA

DEFINITION
A learning function M:

1. finitely identifies L; € £ on t iff, when inductively given t,
at some point M gives a single output j such that [; = L;;

2. finitely identifies L; € L iff it finitely identifies L; on every
t for L;;

3. finitely identifies L iff it finitely identifies every L; € L.

A class L is finitely identifiable iff there is an M that finitely
identifies L.



EPISTEMIC SPACES 1

One can transform the above definitions to an epistemic
setting.
» The set N is replaced by the set of propositional variables
P={po.p1,... },
» Languages are replaced by possible worlds, which are
given by sets of propositional variables.

» An indexed family of languages L is replaced by an
indexed family of possible worlds.

Since the truth value of a propositional variable is in epistemic
logic commonly considered to be decidable this does not seem
to be restrictive with respective to the traditional setting.

One can see learning as an infinite iteration of updating.



EPISTEMIC SPACES 11

The introduction of computable learning functions is of course
an uncommon appearance in that setting.

The definitions of learning (classes of) languages can now be
transformed to the epistemic setting. In general (i.e. in the
identifiability in the limit case) it will then be more natural to
let the hypotheses not be single worlds but propositions, sets
of worlds. In this lecture we will keep the language style way
of speaking as basic.

For knowledge update it would be much more natural to at
least allow negative information: p; is not in the language
(possible world), of course in the form —p;. We don't do that
here, but it makes no essential difference to the results.



CHARACTERIZATION OF FINITE
IDENTIFIABILITY

DEFINITION

A set D; is a definite finite tell-tale set (DFTT) for L; € L if
1. D; C L,
2. D; is finite, and
3. for any index j, if D; C L; then L; = L;.

THEOREM (MUKOUCHI 1992, LANGE AND
ZEUGMANN 1992)

A class L is finitely identifiable from positive data iff there is
an effective procedure D : N — P<“(N), given by n — D,,
that on input i produces a definite finite tell-tale for L;.



REPLACING SETS BY CHARACTERISTIC
FUNCTIONS

Definite tell-tale sets can be presented by a decision procedure
deciding for each finite set whether to count it as a tell-tale for
one of the languages.

DEFINITION
A dftt-function for L is a recursive function
faree - P<“(N) x N — {0,1}, s.t.:
1. if fgae(S,7) =1, then S'is a DFTT of L;;
2. for every i € N there is a finite S C N, s.t. fya:(S, 1) = 1.

THEOREM
L is finitely identifiable from positive data iff there is a
dftt-function for L.

fae may not ‘know’ all DFTTs but accesses at least one.



SET-DRIVENNESS

DEFINITION (WEXLER AND CULLICOVER 1980)

A learning function M is said to be set-driven w.r.t. L iff

for any two texts t; and t, for some languages in £ and any
two n, k € N,

if set(t1[n]) = set(t2[k]), M(t1[n]) # 1 and M(t2[k]) # 1 (i.e.,

they both have a natural number value),
then M(t,[n]) = L(tz[k]).

THEOREM (LANGE AND ZEUGMANN 1996)

Set-drivenness does not restrict the power of finite
identification.



OUTLINE

PRESET LEARNING



PRESET LEARNING

A preset learner is a learner that explicitly uses DFTT's to
make its conjectures.

DEFINITION
Let t be a text for some L; € £, f : P<¥(N) x N — {0,1} .
For the preset learner M based on f, M(t[n]) is:

1 (set(t[n]) C L;) if for that j,3S Cset(t[n])(f(S,j)=1)
& Yk < n L(t[k]) =1;
T otherwise.

PROPOSITION
Any finitely identifiable L is finitely identified by a preset
learner.



SUBSET-DRIVENNESS

DEFINITION

A learning function M is subset-driven w.r.t. a class L iff for
any two texts t; and t, for some languages in £, and any

n, k € N:

If M(t1[n]) | (i.e., M(t1[n]) gives a natural number value) and
set(t1[n]) C set(to[k]) and for all £ < k, M(t,[¢]) = 1,

then M(t,[n]) = L(t2[k]).

This means that, a learner is subset-driven, if whenever in
some situation it gives a certain value to an input o, and it
sees that input as a subset of another input 7 and has not
given a value yet to an initial segment of 7, then it should give
the same value to 7 as to o.



SUBSET-DRIVENNESS AND PRESET
LEARNING

THEOREM
Let fyq: be a dftt-function for a class L. If M is a preset
learning function based on fys:, then M is subset-driven w.r.t.

L.

THEOREM
Assume that L is finitely identified by a subset-driven learning
function M. Then M is a preset learner (w.r.t. some f).
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ELIMINATIVE POWER

Eliminative power of x w.r.t. L is the set of possibilities in £
that x excludes.

DEFINITION

Take £ and x € |J L. The eliminative power of x w.r.t. L is
given by a function El; : | J£ — P(N), s.t.:

El;(x) ={i|x ¢ L; & L; € L}. Additionally,

Ele(X) = U, cx Ele(x).

Redefining DFTTs via eliminative power gives the following
characterization.

THEOREM

A class L is finitely identifiable from positive data iff there is
an effective procedure D : N — P<*(N), such that D(i) C L;
and El(D(i)) =N —{j|L; = L;}.



ELIMINATIVE POWER AND COMPLEXITY

For finite classes of finite sets, eliminative power allows
studying computational complexity of finite identification.

THEOREM
Checking a finite class of finite sets to be finitely identifiable is
polynomial in the cardinality of the class and the maximal

cardinality of its sets.



Two KINDS OF MINIMALITY OF DFTT’s 1

DEFINITION

A minimal DFTT of L; in Lis a D; C L;, such that
1. D;isa DFTT for L; in £, and
2. VX C D; E/E(X) 7é I — {j| LJ' = L,}

THEOREM

Let L be a finitely identifiable finite class of finite sets. Finding
a minimal DFTT of L; € L can be done in polynomial time.



Two KINDS OF MINIMALITY OF DFTT’s II

DEFINITION
A minimal-size DFTT of L; in £ is a minimal DFTT of
smallest cardinality.

DEFINITION (MINIMAL-SIZE DFTT PROBLEM)

INSTANCE A finite class of finite sets £, aset L; € L, and
k € N such that k < |L;].

QUESTION |s there a minimal DFTT X; C L; of size < k?

THEOREM
The MINIMAL-SIZE DFTT Problem is NP-complete.
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RESTRICTING TO 1-1 ENUMERATIONS

For the remainder we restrict to indexed families £ with
enumerations without repetitions (if L; = L;, then i = j). This
is hardly a real restriction, since any indexed £ can be indexed

in such a way.
The first part of the definition of finite identifiability then

changes from
A learning function M:

1. finitely identifies L; € £ on t iff, when inductively given t,
at some point M gives a single output j such that [; = L;;

to

1. finitely identifies L; € £ on t iff, when inductively given t,
at some point M gives the single output /;



DEL

Knowledge update in DEL (Dynamic Epistemic Logic) also
proceeds by way of the eliminative power we introduced. (For
DEL the updates here are of a very simple kind.)

Instead of learner M we have an agent A. Learning agent A
starts with the set {L;|i € N}.

A1) = {Li| L = t)
A(tln) = {L € A(tln — 1)) | Ly |- £}

The updates are obtained simply by using the eliminative
power of the t;.



DEL 2

There is an obvious way to define a learner M, which applies
more or less the DEL-method, namely simply take the first L;
that still satisfies the part of the text given. This learner
always exists and is recursive. In general this learner may have
the problem of overgeneralization. If the language chosen at
any stage properly contains the one of the text, this method
will fail in the limit, but of course there is no such problem in
the present case where the class is finitely identifiable.



DEL 3

Ma(t[1]) = pi (ILi |= to)
I\/IA(t[n]) = ,u/ (L, ): to, - - ., t,,_]_)

Of course, Ma(t[n]) = pi (L; € A(t[n])). This is a learner who
identifies £ in the limit. A finite learner to identify £ finitely
would be

M (t[n]) =1,

unless n is the least number such that A(t[n])={i} for some i,
then M4 (t[n]) = i.

But is this learner M} recursive?
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FASTEST LEARNING

The fastest learner finitely identifies a language L; as soon as
any DFTT for it has been enumerated.

One can say that the procedure defined by DEL for update
gives the fastest learner (by defining it as MY).

DEFINITION

L is finitely identifiable in the fastest way if and only if there is
a learning function M such that, for each t for some L € L
and n, there exists i such that

M(t[n]) =i iff set(t[n]) C L; A—=3j # i(set(t[n]) C L))
A 3j # i(set(t[n —1]) C L)).

We will call such M a fastest learning function.



CHARACTERIZATION OF FASTEST LEARNING

DEFINITION
The complete dftt-function for a class L is a recursive function
feare - P<“(N) x N — {0,1}, such that:

1. foame(S,7) =1iff Sisa DFTT of L;;

2. for every i € N there is a finite S C N, s.t.
fc—dftt(sa i) =1



CHARACTERIZATION OF FASTEST LEARNING
11

THEOREM
A class L is finitely identifiable in the fastest way iff there
exists a complete dftt-function for L.

In fact, recognizing all minimal DFTTs is good enough.
If we define min-dftt-function by replacing DFTT by minimal
DFTT we obtain:

THEOREM
L is finitely identifiable in the fastest way iff L has a
min-dftt-function.



FINITE IDENTIFIABILITY AND FASTEST
LEARNING

Not every finitely identifiable class is identified by a fastest
learner.

THEOREM
L exists that is finitely identifiable, but not in the fastest way.

A witness:
L ={L;|i € N} given by L; = {2i,2i+1}U{2j | Rji} U{2j+1| Sji}

where the r.e. predicates dyRxy and JySxy are recursively
inseparable.



PROOF, PART 1

The idea is that L; = {2i,2i + 1} except that, additionally, for
some m, Rim or Sim may be true, and then 2/ € L, or
2i +1 € L, respectively.

Note that:

» There can be at most one such m, and for that m only
one of Rim or Sim can be true.
(We assume that Riy can be made true for at most one
m, same for Siy.)

» Since A= {x|3yRxy} and B = {x|3ySxy} are
computably inseparable there is no computable f that
makes the choice for each i.

» Except for such intruders the languages are disjoint.



PROOF, PART 2

The argument:
» {2i,2i+ 1} isa DFTT for L.
» But, {2/ + 1} isa DFTT for S; if i ¢ B, and {2/} is a
DFTT for S; if i & A.

» So, a computable function that would give the minimal
DFTTs of L; gives a computable separating set of A and
B.

» And this is impossible, since A and B are computablely
inseparable.

So there cannot be a computable fastest learner.



FASTEST LEARNING AND LEARNING IN THE
LIMIT

How can it be that in case the fastest learner is not recursive
the above defined learner My is recursive whereas its
corresponding finite learner MY is not?

It must be that the code of the singleton {i} cannot be given
as its canonical code by M,. The code given is a code of the
set {/} but cannot be deciphered as such. The learner My

does not "know" yet that it has reached the final conclusion.



STRICT PRESET LEARNING

Learners may have at their direct disposal all minimal DFTTs
of languages from the given class, especially in the case of
classes of finite languages.

DEFINITION

L is strict preset finitely identifiable iff there is a recursive F
such that F(/) outputs the set min-D; of all minimal DFTTs
of L,'.

PROPOSITION
Finding min-D; of L; € L is NP-hard.



STRICT PRESET LEARNING II

THEOREM
If a class L is strict preset finitely identifiable, then L is
learnable in the fastest way.

THEOREM
A finitely identifiable L of finite sets exists for which there is
no recursive F s.t. for each i, F(i) =min-D;.

A witness:
L={L;|ieN}isgiven by L; = {2i,2(uyT(i,i,y)) + 1},

where T is Kleene's T-predicate.



STRICT PRESET LEARNING AND FASTEST
LEARNING

COROLLARY
There exist a class L that can be learnt in the fastest way but
is not strict preset learnable.

PROPOSITION

If a class L of finite languages is learnable in the fastest way
and L is bounded by a recursive function, then L is strict
preset learnable.

Of course, it is sufficient to bound the minimal DFTTs , even
for infinite languages.



Thank you!
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